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Relative Dynamics Modeling and Three-Dimensional Formation
Control for Leader-Follower UAVs in the Presence of Wind

Amer Al-Radaideh*, Robert Selje, and Liang Sun*
New Mexico State University, Las Cruces, New Mexico, 88003, USA

This paper presents a three-dimensional (3D) formation controller for two unmanned aerial
vehicles (UAVs) in the presence of wind. The relative dynamics of the leader-follower UAV team
is derived based on a local-level spherical coordinate frame using only the local information,
i.e., the relative distance between the two UAVs, the azimuth and elevation angles from both
the leader’s and the follower’s viewpoints, respectively. A formation controller is then derived
using the Lyapunov-based backstepping technique that enables the tracking error of the leader-
follower UAVs to exponentially converge to zero. The observability analysis was conducted and
an extended Kalman filter was developed to estimate the wind difference between the leader
and follower UAVs. The performance of the proposed formation control law is examined in
simulation.

I. Nomenclature
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r = line-of-sight vector from leader to follower, m
0 = reciprocal of r, 1/m
¢ = subscript indicating leader
f = subscript indicating follower
Va = UAV airspeed, represented by the velocity with respect to the surrounding air, m/s
Ve = ground speed, represented by the velocity with respect to the inertial frame, m/s
Viw = wind velocity relative to the inertial frame, m/s
Yy = flight path angle, the angle between the horizontal plane and the ground velocity vector V,, radian
Ya = air-mass-referenced flight-path angle, the angle from the inertial North-East plane to V,,, radian
X = course angel, radian
7/ = heading (yaw) angle, the angle between North and the UAV body x-axis, radian
ny = follower azimuth angle, radian
n = leader azimuth angle, radian
& elevation angle of the follower with respect to the leader in leader’s vehicle-1 frame, radian
&y = elevation angle of the leader with respect to the follower in follower’s vehicle-1 frame, radian
Wy = wind disturbance affecting the leadaer UAV in 3 directions (), north (n), east (¢) and down (d), m/s
Wy = wind disturbance affecting the follower UAV in 3 directions (x), north (n), east (e¢) and down (d), m/s
Ve = air speed command, m/s
¢ = roll angle command, radian
Vs = air-mass-referenced flight-path angle command, radian
R, = rotation matrix
ré = desired line-of-sight vector from leader to follower, m
77}1 = desired follower azimuth angle, radian
.f;? = desired elevation angle of the leader with respect to the follower in follower’s vehicle-1 frame, radian
ki, ko = constant control gains
P. = inertial position of the (x) leader or follower UAV, m.
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II. Introduction

Cooperative control (e..g, formation control, collision avoidance, etc.) for unmanned systems (e.g., self-driving
automobiles, unmanned aerial vehicles (UAVs), and autonomous underwater vehicles (AUVs) ) has gained more
and more attention in research efforts due to its practical capability in diverse applications, such as self-driving car
platoons [1-6], mobile agent formations [7], and platoons of autonomous underwater vehicles [8—11]. Besides these
two-dimensional (2D) applications, formation control techniques for three-dimensional (3D) applications have also
been explored [12-21]. However, almost all existing techniques for 3D formation control rely on global information
sharing (e..g, the inertial coordinates of vehicles), which is subject to limited communication bandwidth, high power
consumption of the Global Positioning System (GPS), together with high cost of accurate GPS devices, interference of
GPS signals in congested environments (e.g., urban landscapes), and extra payload. These practical challenges call for
3D formation-control techniques that only use local information.

In the previous study for 3D global-information-based leader-follower formation control, Xuan-Mung and Kyung
Hong [22] presented a robust adaptive formation controller based on a nonlinear model of the formation error dynamics.
It considered both the relative position in the horizontal plane and the relative heading angle in the presence of
uncertainties. Rafifandi et al. [23] reported the design and implementation of a leader-follower formation controller for
two quadcopter UAVs with a ground station dictating a prescribed path for the leader. They developed a position tracking
and a formation controllers with an accuracy of 50115 cm. A centralized LQR-PI leader-follower formation controller
for three quadcopters is proposed in [24], where the path of the leader is set as the two followers’ desired paths.

Techniques based on the local-level frame or line-of-sight (LOS) frame have been reported in the literature [25-28].
In [26], a local-level spherical frame was used to develop a vision-based algorithm for a constant-speed UAV to avoid
multiple stationary obstacles. The authors in [27, 28] developed formation controllers for a leader-follower UAV team to
maintain a predefined 3D formation using local information only.

Previous studies for 3D formation control primarily assume absence of wind disturbances or a uniform wind field in
the environment. To the best of our knowledge, no work has been reported that addresses all three challenges of 3D
formation control: (1) converging to a 3D formation, (2) using only local information, and (3) considering generalized
wind disturbances. This paper aims to fill this gap.

The contribution of this paper includes (1) a complete rigorous mathematical derivation of the relative dynamics of a
leader-follower UAV team using a local-level spherical coordinate frame by taking wind disturbances into consideration,
(2) a formation control law based on the backstepping technique, and (3) an estimator for wind-related terms in the
derived relative dynamics. Simulations were conducted to verify the derived relative dynamics and the performance of
the controller and estimator.

The remainder of this paper is structured as follows. The derivation of the relative dynamics is introduced in III.
The wind estimation technique is presented in Section IV, followed by the observability analysis in Section V. The
development of the formation controller and simulation results are presented in Sections VI and VII, respectively.
Section VIII concludes the paper.

I11. Derivation of the Relative Dynamics

A. Local-Level Frame

The local level frame is a body-centered relative coordinate system [29], where the x-axis points out of the nose
of the unpitched vehicle frame, the y axis points out of the right wing of the un-rolled vehicle frame, and the z axis
points down forming a right-handed coordinate system. The local level frame and associated symbols are defined and
illustrated in Figs. 1, 2, and 3.

B. Derivation of Relative Dynamics
The line of sight LOS vector is given by

P =p-py (1
The velocities of the leader and follower UAVs are
Vat’ COS Yqr COS lpal’ Wen
P(,’ = Ve €08 Yae sinqe + Wee |» )
—Vaesinyqe Wea
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Fig. 1 Three-dimensional relative dynamics of a leader-follower unmanned aerial vehicle system based on a
local level spherical coordinate frame.
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Fig. 2 2D relative lateral dynamics of a leader-follower unmanned aerial vehicle system.
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Fig. 3 2D relative longitudinal dynamics of a leader-follower unmanned aerial vehicle system.

Var COSyqr COSYyf Win
pf =1 Vyrcosygrsingyr |+| wre |- 3)
—Vay sinyar Wrd

The time derivative of the LOS vector, p, is then given by

Y

p

Pe—Py 4)
Vae €08 Yae cosp — Vi COSYar COSYr + (Wep — Wen)
Vae €osyae singre — Vyp cosyar singy + (Wee — wre) |- ®))
_Va[ sin Ye + Vaf sin Yaf + (ng - Wfd)

The rotation matrix that rotates a vector from the inertial frame into the LOS frame, i.e., the rotation about the body-y
and body-z axes, is given by

RS = RyR,, (6)
where
cosér 0 —sinéy
Ry, = 0 1 0 , 7
sinéy 0 coséy
and
cos (lﬂf + TIf) sin ((//f + 77f) 0
R, =] —sin ((//f + ﬂf) cos (l//f + 77f) 0 1. (8)
0 0 1

Then we have

cos £f cos (z//f + r]f) cos £f sin (zpf + r]f) —siné&y
—sin (Y7 +11y) cos (s +1y) 0o | 9)
sin &f cos (l//f +T]f) sin & sin (lﬁf +7]f) cosé&y

LOS _
R7™ =

The LOS rate, expressed in the LOS frame, is given by
pLos = R}OSpi. (10)

Since we have
Avwn =wen — Win, (11)
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Aye = Wee — Wefe, (12)

Awd = Weqg — Wra, (13)

and &5 = —&¢, we can obtain

PP (1) = Ve (sinya sin & + cos yar cos & cos17¢) (14)
= Var (sin Yaf Sin&y + €08 yqr COS Ef COS TIf)
+cosé&y (Awn cos (a,lrf + 77f) + Ay sin (gbf + Uf)) — Aygsinéy,

PHO5(2) = Vg cos yae sin g (15)
+ Var cosyqrsinny
— A,y sin (wf + 77f> + A COS (1//f + nf),

PP (3) = Vac (o8 yag sin &¢ cos ¢ = sin ya cos é¢) (16)
+ Var (sin Yaf COSEF — COS yqr Sin &y cOS 77f)
+ Ay, sin &y cos (zpf + 77f) + Ay sin &y sin (Wf + 77f) + Ayqcoséy.

In the LOS frame, the radial and tangential components in the lateral and longitudinal directions are defined as

pr
P = prar |- (17)

Plon
From the dynamics shown in Fig. 1, the change in the LOS vector in the radial direction g;, lateral tangential direction
Prar, and the longitudinal tangential direction g;,, can be expressed as

Pr
Prar | =| reosé&r (i +aip) | (18)
Pion -r (ff)

Using the aforementioned relationships and expressions, we can obtain

7 = —Vgae (Sinyqe sin&p + cOS yYqp cOS Ep COS ) (19)
= Var (sin Yaf Sin&y + €OSyqr COS Ef COS 77f)
+COS§f (Awn Ccos (!//f + T]f) + Aype sin (lﬁf + T]f)) - Awa Sil‘lff,

. 1 . .
Ny = roosE (Vu[ COS Yqr Sinne + Vg r COS Yy Sin Tlf) (20)

1
rcoséy

+

(—Awn sin (d/f + Uf) + Aye COS (wf + Tlf)) — Yy,

1

rcoséy
1

rcoséy

e = (Vag COS Yar Sin1e + Vap COSYaf sinnf) (21)

(=Awnsin (g +117) + Awe cos (v + 7)) = b
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ff = —% (COS yq¢ SIn Ep cOS e — SiNY4p COS Ep) (22)
- @ (sin Yaf COSEF — COS yqf Sin &y cos 77f>
- % (Awn sin &¢ cos (c,lrf + Uf) + Aye sin &y sin (lﬂf + Tlf) + Ayq CcOS §f) .
Letting p = }, then 7 = —#p', we have

P = p*Var (S0 Yar sin & + €S Yar €08 & cos 1¢) 23)
+ pZVaf (sin Yaf Sin&y + €OS yqr COS Ef COS 77f)
—p? cos &y (Aw” cos (Wf + nf) + Ay sin (Wf + Uf)) + p?Aypg sin &,

= g (Va[ COS Yae sin ¢ + Vyf COS Yqr sin Uf) (24)
P . ,
cosE; (—Awn sin (a,lrf + TIf) + Aye COS (glrf + Tlf)) — Yy,
e = cosé, (Vag COS Yqr Sinng + Vgr COS yqr Sin '7f) (25)
B (A sin (W + 16) + Awe cOS (e + 1)) — e,
coséy
&r = —pVag (COSYar sin &g cOS 1 = i Yar €08 ) (26)

= pVay (sin Yaf COSEf — COSyqr Sin &y COS r]f)
-p (Awn sin &y cos (!/If + 77f) + Ay sin &y sin (lpf + r]f) + A,,4 COS §f) .

IV. Wind Estimation
To estimate the wind terms in Eqns. (23) to (26), we develop an extended Kalman filter (EKF) in this section,
followed by the observability analysis in Section V.

A. Extended Kalman Filter (EKF)

The EKF for wind speed estimation is summarized in Algorithm 1. In a nutshell, the EKF is an iterative process
using sequential noisy measurements (y), a priori knowledge of the state (X), system inputs (), and the physical models
(f and h) to update a state estimation and its covariance matrix (P). The EKF keeps predicting the state until the
measured sensor data are available. Then, the EKF compares the predicted output (4 (X, «)) to the actual sensor data (y)
and corrects the state estimation accordingly.

The system dynamics model (f) represents how the states evolve over time given the inputs u and the system state
in the previous time step. In the prediction step, the system dynamics model is directly used to produce a prediction
of the states (line 5). The covariance matrix is predicted by using the Jacobian matrix (A), which is calculated by
performing the partial derivative of the system dynamics with respect to the state vector (line 6). Matrix A is then used
to update the covariance matrix (P) of the estimation error (line 7) [30], associated with the covariance matrix (Q) of
the system process noise, which is generally unknown and therefore becomes a system gain that can be tuned to improve
the performance of the EKF [30].

In the measurement step, matrix C is calculated by taking the partial derivative of the system output function (/)
with respect to the state vector (line 10). Matrix C is used to compute the optimal Kalman Gain L; (line 11), used to
decide how much of the new measurement (y;) will contribute to the update of the covariance (line 12) and the state
estimation (line 13). A large Kalman Gain implies that sensor measurements are more accurate.
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Algorithm 1 Continuous-Discrete Extended Kalman Filter [30]

Initialize: £ = 0.
At each sample time T,,; :

g=i+ (1) f (2w
A=% (&

end for

R A A ol e

—
e

Ci = 2 (%,uln))

-1
1. Li=PCT (R + GPCT)
122 P=(-LG)P

fori=1to N {Prediction Step} do

P=P+ (%) (AP + PAT + Q)

13: =2+ L; (yiln]l = h(X,uln]))

14: end if

if Measurement has been received from sensor i {Measurement Update} then

Pick an output sample rate T,,,, which is much less than the sample rates of the sensors.

B. Wind Estimation Using EKF

In this section, the superscript “e” is used to denote all variables related to estimation. The state vector, x¢ € R, is

defined as

and the system dynamics is given by

=fe)=[p o oap & 00 0]

The output vector is defined by

Then, matrix C is given by

and matrix A is calculated by

af

- 0x¢

where

3
Al =3

=[A;] =

X 2 (P00 0f €6 Davs Boer Ay )

T
V2R () = (] x5, x5, 1)

_ Oh
T Oxe

S O O =

S O = O

S = O O

- o O O

+ 2Vafx‘f (Sin (yaf) sin (xj) + cos (7/uf) cos (xg) cos (xj))
+ 2V (sin (yar) sin (€¢) + c0s (Yar) (Yar) cos (x5) cos (£0)),

a .
Ap = gl = —Varx{? cos (yae) cos (6¢) sin (x5).

S O O O

Ay

Az
Ay

(=i el o]

S O O O

Als
Azs
Ass
Ass

T

Tf% = 2x‘fx7 sin (xj) —2x1 cos (xj) <x5 cos (1//f + xg) + Xg sin (!//f + xg))

27)

(28)

(29)

(30)

€Y
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Az =

afx 2 cos (yuf) cos (

5f1

cos( )e)(x cos (glrf+x )—xssin(wf+x§))

sin (x5).

Ay = af‘ = x¢2x¢ cos (x§) + x¢2 sin (x¢) (x¢ cos (wy + x5) + x¢ sin (yy + x5))

+ Vapx?? (sm (yaf) cos (x4) - cos (yaf) cos (xg) sin (xj)),

As = ghe = —x{? cos (4 + x5) cos (x5).

Ats = e = —x{sin (4 + x5) cos (x5).

App = ghe = {7 sin (x5),

Ay =2L = os (e + x5) — x¢ sin (i +x5) )

ﬁx

o _

- Cos(f) ( X ©
Ll)§(§[ ( af COS ('}’a ) ( 3) + Vai €0s (yqr) sin (x;)) s

= cos(f) ( a1 X} €os (yag)cos( 2)) - COS(&) (x ( X cos (W +x )+xg sin (a,l/g +x§))),

_ Vagx{ cos(yay) cos (xg)

oh _

Of _

X1

cos(&¢)

xi sin(e +x5 )

cos(&r)

e e
x¢ cos(Ye+x§

cos(&r)

= Coslx4 ( gcos (z//f + xe) - xe sin (lﬂf + xe))
(Vaf cos (7af) sm(xe) + Va1 cos (ygqe) sin (xZ))

Varxg cos(yae) cos(x$)
9

Ccos )C4

Varx€ cos(yay) cos (xf )

3
COs X,

(xl (xg cos ((//f + xi) + xg sin (glrf + x‘;))),

= Cos; % (x‘f sin (xj) (Vaf cos (yaf) sin (xg) + V1 €08 (Yae) sin (x%)))
¢ sin (xj) (xg cos (a,lrf + xg) — x¢ sin (l//f + xg))) ,

E & e

X sm(«//f+x3)
< v €
COS X

xf cos(wf +x3‘?)
b

e
Cos x,

a2 = Var (sin (va) cos (€¢) = cos (vac) cos (x§) sin (£0))

_ Of
A ﬁx
a
Ay = %
Ass = e =
Age = Fored
s
Az = 6;
1
COS.X
95
Az = 6;
Aszz = Freg
1
COS X4
a
Az = Wf}
o (
cos? x¢
s
A3s = gyr
s
A36 = gye
Ay =
- X COS

5

(z,bf + xg) sin (xj) — x¢ sin (‘//f + x‘;) sin (xj)

—Var (sin (7af) cos(xy) — cos (yaf) cos (xg) sin (xj)) — x5 cos (xj),

a
An = gt

= Vx| cos (yar) sin (xg) sin (&7),
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o

A43=m=—x

- afxf‘cos (yaf) sin (xg’) sin (XZ),

Ofa

1

6

5

¢ (xe cos (wf + x§) sin (xi) — x¢ sin

(v + ) sin (x5))

Aug = P af Xy (sin (yaf) sin (xi) + cos (7af) cos (xg) cos (xj))

_Ofi _ _ e
Ays = o = x{ cos
_Ofi _ e
Ay = axe = x{ sin
A47=6—’3:—xecos
X3 1

| (xg cos (wf + x§) cos (xj) — x5 sin (xj)

(zpf + xg) sin (xj),
(drf + xg) sin (xj) ,

(x5)-

6

+ x¢ sin (wf + x§) cos (xj))

V. Observability Analysis

The observability of a system refers to whether a system state can be found using specified system outputs in a finite
time. In other words, the “ability to perform state estimation depends on whether sufficient measurements are well
distributed throughout the system” [31, 32]. So the external outputs can be used to find the hidden states of the entire
system if the system is observable. The observability matrix of the nonlinear system, described by Equations (28)
and (29) is defined by

s

where LJ?.h = hand L;’h = #f. Then, we have

where

We can also obtain

where

oLih | %

Ox 9ty

o= | 0Lh oLin orin oLy oLih  SLih  OLyh r
- Ox Ox Ox Ox Ox ox ox ’
AL h

0
e 8£fh _ %
f Ox ox”’
1 000 0 0O
oh {0 1.0 0 0 0 O
ox 001 00 0O
0001 O0O0DO0
aLln
f
L2h= )
! 0x f
811‘(4 (')lf .
({xj% % —xfz cos (a,lrf + )C3) cos (xj) xf2 sin (z,bf + x3) cos (xi)
a)lcfze 6}1‘23 Xy sin(Y+x3) x¢ cos(y+x3)
Ox3 Oxy cos (xf ) cos (xf )
5}1‘36 ﬁ}f_f x{ sin(ye+x2) x¢ cos(Yr+x2)
Ox3 Oxy ) cos(&r)
olfe  olfe
4 A= —x¢cos (Lpf + )C3) sin (xj) —x{ sin (z,bf + x3) sin (xj)

3

(32)

(33)

(34)

(35)

x‘fz sin(x})
0

0

—x¢ cos <xj) ]
(36)
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The first eight rows of matrix O form a new matrix, O’, which is given by

1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
218 OIS 18 O S o
/A Sl Sl S Sl _e2 e e2 o e e2 o e
0 = o s o7 o7 x{"cos ({ﬁf + x3) cos (x4) X{"sin (Wf + x3) Ccos (x4) X3 s1n(x4
oty oty oy of5 _ xpsin(yr+x3) x¢ cos(r+x3) 0
oxy Ox3 Ox5 Ox; cos (xf) cos (xf)
6}1'; 6}.f§ af]-f3e 5}f§ _ x¢ sin(Ye+x2) x{ cos(r+x2) 0
6xf ('3)(5‘ (9x§ 6xf cos(&r) cos(&p)
O oty ofi ol —x¢ cos ( + X ) sin (xe) —x¢ sin ( +x ) sin (xe) —x¢ cos (xe)
axe T o T 1 €08 (Y + X3 4 1 Sin(Yr +x3 4 I 4) |
(37)
Excluding row 7 from matrix O’, we can obtain a new squared matrix
1 0 0 0 0 0 0
0 1 0 0 0 0 0
0 0 1 0 0 0 0
0 0 0 1 0 0 0
Q= ail‘ff B;ff‘ 6)1“f1L 611‘er e2 e e2 o; e e2 o e
ox  ox ox ox —x{~cos (z,bf + )C3) cos (x4) x{“sin ((//f + x3) cos (x4) x{7 sin(xy)
O 8y O 7 07 Of] _xf sin(yrp +x3) x{ cos(yr+x3) 0
oxy ox5 x5 0x¢ cos (Xf ) cos (xf )
a} f‘f a}‘ f‘(‘) 6)1“ f‘f (9}‘ f‘f e 3 e € o1 H e e e
| o7 Oxy ar oap X1 008 (:,lrf + x3) sin (x4) —x{ sin (wf + x3) sin (x4) —Xx{ cos (x4) ]
(38)
The determinant of Q is
o4
(x 1)
Q| = (39)

cos (xj) .
Then, the system is observable, if [Q| # 0, which implies that x{ # 0 and x§ # 7, i.e., p # O and & # 7. Since p is the
inverse of the distance between the leader and follower UAVs, which is always nonzero, the system is observable if the
leader is not right above the follower.

VI. Formation Control Law
In this section, we consider a desired formation defined by < (or p¢), n}‘f ,and fj‘f that can be achieved by controlling
Vaf, ng, and Yaf-

A. Controller Design

In this paper, the desired formation vector a? = (pd, 77;!, 5}1) is assumed constant, i.e., @ = 0. Defining

P
@ =1 1N (40)

&r

we have
@=fla)+g-u 41)

Var
Tl 42)
Yaf

A

u

10
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Then, the tracking error dynamics can be obtained

Define a candidate Lyapunov function as

and tts time derivative is

At this stage we consider f as a virtual control input to make V| negative. We introduce a new error variable

We have

and

Then we have

Consider an augmented Lyapunov function

which has the time derivative as

Since

we have

eqa=a—a

b = & —a?

= fla) +g—a*

L1
= §||ea||2,

. T,
Vi =e,éq

= el (f(a) +g—a?).
2t —g+d? —kiea - f,

f:d"d_klea_g_Z

éa=f+g—a
:—klea—z.

Vi = ez;éa
T
=ey(—kieq — 2)

T 2
=—e,z— ki lleqll

) g dg )
Vo =elz—killeql® + 27 (9 — == — kiéq)

dt

. dg )
= —ki lleall®* + €Lz + 27 (@7 — == — kiéq)

dt

11

(43)

(44)
(45)

(46)

47
(48)

(49)

(50)

(S
(52)

(53)
(54)
(55)

(56)

(57)

(58)

(59)

(60)
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Let

dg 0dg .  0g.
— = =&+ —u.
dt Oa ou
where
Ay A Agz
og .
6_:A: Ay Ap Ax |,
a
A3 Az Az
By Bz Bis
og ,
6_:B= B>y By By |,
u
B31 B3y Bss
with

ap . .
A = (9_p = 20Vge (sinyge sin Ep + COS yqp COS Ep COST2)

+2pVyr (sin Yaf Sin&y + €OSy,r €COS Ef COS 77f)
—2p Ccos ff (Awn Ccos (lﬁf + T]f) + Awe sin (lﬁf + T]f)) + szwd sin gf,

ap .
Ay = 6_,0 = —PZVM (cosyarcosérsinmy),
ne

0p . .
Az = é = p* Ve (— Sinyue COS Ep — COS Yqp Sin Ey COS ng)

+ pZVaf (sin Yaf COSEF — COS yqr Sin &y cOS 77f)
+p2 sin &y (Awn cos (lﬁf + 77f) + Ay sin (zﬁf + Uf)) + pzAwd cos &y,

on 1 . .
Ar = a—; = @ (Vag COSYqar Sinne + Vyr cOSyar smnf)
1 .
+ cose; (—Awn sin (:,lrf + Uf) + Aye COS (c,lrf + nf)),
i
Axp = a—f =7 (Vae cosyar cosne),
ne  CoS&y
Ony  psingy
Aypy=—== Ve cos sinng + V¢ cos sin
23 9E; ~ cos* &y ( at COSYar S N¢ + Vaf COSYaf ’lf)
psinéy )
o ¢, (—Awn sin (l//f + 77f) + Aye COS (l//f + nf)) ,
433 . .
Azl = 6_;; = —Vae (€O8yar sin&p cos e — sinyqe cos &¢)

= Var (sin Yaf COSEf — COS Yqy SiN &y COS ’lf)
- (Awn sin £¢ cos (l//f + 77f) + Aye sinéy sin (drf + nf) + Ayq cOS §f) ,
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(61)

(62)

(63)

(64)

(65)

(66)

(67)

(68)

(69)

(70)
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Ap = a—f = pVar (0S8 Yar sin & sinng) .
ne

43 . .
Azz = @ = pVar (cos Yae COS Ef COS Ny — SiNyqe SIN §f)

+ pVar (sin Yaf Siné&y + COS Y4 COS Ef COS 77f>
-p (Awn cos &f cos (z//f + r]f) + Aye cOs &y sin (lﬂf + 77f) - Awa sinff),

= p2 (sinyaf Sin&f + cos yq 5 €08 & COS nf),

By = Tpf = —p*Vur (cosyaf cos &y sinnf)

—p*cos &y (—Awn sin (l//f + 77f) + Ay COS (l//f + 771‘)),

Bi; = = pzvaf (cos Yaf Sin&y — sinyqr cos &f cos nf),
67af
Oy p ,
B = e T oy (cos ey siny).
a
Ay P
By =—= Var cos cos
22 any cosff( af COSYaf 77f)
o .
cos ff (_Awn COS (lﬁf + T]f) — Awe sSin (lﬂf + T]f)) .
s P
Bz = = —Var sin sinng),
23 Oyar  cosés ( af SMYqaf nf)
¢ . :
B3 = L -p (smyafcosff—cosyaf s1n§fcosnf),
OVar
¢ . )
B3 = ﬁ = —pVuy (cos Yaf Sinéy smnf)

— psinéy (—Awn sin (zpf + ’7f) + Ay COS (lpf + Uf)) ,

B=3 =—pVur (cosyaf cos &y + siny,y sin &y cos 77f) .
Yaf

4 ij COSYaf

Matrix B(I;(1)) is invertible if | B(If (1))| = Malié? A z

(71)

(72)

(73)

(74)

(75)

(76)

(77)

(78)

(79)

(80)

81)

# 0, which implies that p # 0, Vr # 0, and & # 5. Since p

is the inverse of the distance between the leader and follower UAVs, which is always nonzero, and V¢ # 0 is always

true for a fixed-wing UAYV, the system is observable if the leader is not right above the follower.

i=B" [kzz—kléa—ea+dd—Ad].
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Fig.4 Screen shot of a simulation run.

VII. Simulations Results

In order to evaluate the performance and feasibility achieved by the derived relative dynamics and the formation
controller described in Sections III and VI, numerical simulations were performed using MATLAB/ Simulink (see
Fig. 4). The follower UAV keeps a predefined formation with respect to the leader UAV using the local information of
the two UAVs, i.e., the relative distance, elevation angles and azimuth angles. The leader UAV transmits its relative
azimuth angle, flight path angle, and airspeed to the follower UAV. As shown in Figs. 5 and 6 The leader was commanded
to follow a circular path (red line) with a constant airspeed of 25 m/s while the follower (blue line) converges to the
formation with a relative desired distance of 50 m (see top subfigure in Fig. 8). In Fig. 8, it also shows that the leader
azimuth angle 7; converged to the desired value of -100 degrees. The bottom subfigure in Fig. 8 shows &7 follows
a desired angle of 20 degrees. Figure 7 confirms that the error in the distance and the fore-mentioned angles are
converging to zero. The controller commands are shown in Fig. 9.

VIII. Conclusion

In this paper, the relative dynamics were developed for a leader-follower UAV team, under the presence of wind.
A backstepping based formation control law was then developed using only the leader-follower’s local information.
Based on the derived dynamics model, the observability analysis was conducted and an extended Kalman filter was
developed to estimate the wind difference between the leader and follower UAVs. The proposed controller was tested
under different wind conditions and the simulation results show the effectiveness of the controller under an example
wind condition for a leader-follower UAV system to maintain a desired 3D formation where the leader was following a
circular orbit.
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